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The advanced of Information Technology has resulting in the generation of 
numerous datasets with different dimensions. However, dealing with multi-
dimensional datasets which typically contain large number of attributes, p has 
cause problems to classification process. Classifying different dimensional 
numerical data is a difficult problem as dealing with various feature spaces, 
could cause the performance of supervised learning method to suffer from the 
curse of dimensionality.  This condition eventually degrades both 
classification accuracy and efficiency. In a nutshell, not all attributes in the 
dataset can be used in the classification process since some features may lead 
to low performance of classifier. Feature selection (FS) is a good mechanism 
that minimises the dimensions of high-dimensional datasets and solve 
classification problems. This paper proposed Bat Algorithm (BA) for FS that 
were trained using a Support Vector Machine (SVM) classifier. The proposed 
algorithm was tested on six public datasets with different sizes and compared 
with other benchmark algorithms, such as Particle Swarm Optimisation (PSO) 
and Genetic Algorithm (GA). The experimental results indicated that the BA 
has outperformed the other two algorithms. In addition, the comparison details 
showed that binary BA is more competitive in terms of accuracy and the 
number of features when assessed on datasets with different sizes.  
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1. INTRODUCTION  

 
               Machine learning methods have been used by researchers for various data analytics tasks in the past 
several years. Machine learning methods are used to get insight of data by analyzing and examining sample 
data or experience. Regardless the potential of machine learning in extracting information from datasets, the 
usage of a machine learning method alone guarantees no ideal solutions. For example, a neural network 
learning algorithm necessitates the use of an optimization strategy in order to get the best results. Therefore, 
optimisation is a significant component to produce an ideal machine learning outcomes.  
  
               Machine learning methods face a big problem when it comes to choosing relevant attributes from data 
and getting rid of irrelevant ones [1]. Normally, massive data contains a high number of irrelevant features. 
The inclusion of such non-relevant features might make analysis time-consuming as well as computationally 
costly [2], [3]. Irrelevant features from raw data can be eliminated by FS technique [4]. The FS algorithm is 
used in the training dataset before to the analysis phase of machine learning to pick a subset from the primary 
set of characteristics that will be utilized to build patterns in the analysis dataset. Since the 1970s, FS has been 
regarded as an important topic in research and development.  
             FS has been effectively implemented in a variety of issue situations during the last several years, 
including data mining applications, genomic analysis, text categorization, pattern classification and 
information retrieval processing [5], [6]. The advantages of FS in data mining classification are as follows: (1) 
increases comprehensibility, (2) reduces the complexity of the induced model, (3) develops inductive learning, 
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(4) improves predictive accuracy and (5) it speeds up algorithm for data mining [7], [8]. Wrapper, filter, and 
embedding techniques are the three primary ways to look at FS in general [4]. Compared to the wrapper 
approach, the filter approach is quicker but less precise and complicated [9], [10]. Due to its sufficient results 
and efficiency in dealing with bigger and more complicated datasets than that using the filter approach, the 
wrapper approach is commonly utilized [11].  
 
             Recently, metaheuristic methods have been used by researchers to determine near-optimal solutions 
because these methods can search in the full search space. Many studies have been presented to use 
metaheuristic algorithms to tackle FS problems [12]–[17]. For example, Zhang et al., 2015 extended a bare-
bone particle swarm optimisation (BPSO) algorithm for FS with binary variables, which is called the binary 
BPSO [18]. In addition, a new FS algorithm based on a new variant of ant colony optimisation (ACO), that is 
enriched ACO with a new function that could perform better in searching mechanism [19]. 
 
              Bioinspired optimization approaches are utilized to address complicated optimization issues because 
of their simplicity, efficiency, and robustness [20]–[25]. Bat algorithm (BA) can be a possible solution to solve 
problems in extracting data, such as classification and attribute selection [26]–[31]. Bats can distinguish 
between several insects and determine preys even in the dark. Thus, proposed a new metaheuristic algorithm 
and termed it BA [32]. Motivated by this algorithm, in this study we proposed the binary BA (BBA) for FS. 
This algorithm mainly aims to establish a set of binary coordinates for each bat and examine whether the 
coordinate will belong to the last subset of the attributes. This task can be maximised by using supervised 
classifier fineness.  
 

Given that the solution fineness is linked with each bat, we classify an evaluating group and evaluate 
each bat by training a classifier with the attributes, which are selected and encoded in accordance with the bat 
position. Hence, we need a fast and powerful classifier. As such, we opted to use the Support Vector Machine 
(SVM) classifier [33]–[35] which is as effective as the optimum-path forest (OPF) classifier yet faster for 
training. In this study, performance evaluation was performed on six general datasets with different sizes: (1) 
small, (2) medium and (3) large datasets. Experiment on the proposed algorithm was evaluated by comparing 
it with other relevant approaches, such as PSO and GA. 

 

2.Bat Algorithm for Feature Selection 
            Feature selection generally aims to discover the most discriminative information to understand and get 
insight into several application domains. Finding features/attributes that are easy to discern, invariant to 
geometric and affine transformations, noise-insensitive, and useful for describing patterns in several categories 
is often suitable. The choice of such features is a crucial step and mainly depends on the nature of the problem. 
Accordingly, many researchers has used BA in the domain of FS to maximize the supervised classifier’s 
accuracy and it relative performances [30]. Section below explained in detail the BA and BBA mechanisms. 
 

Bat Algorithm  

The last few years have seen a lot of researchers use BA because microbats can find their prey and tell the 
difference between different types of insects even in complete darkness. The BA method has been shown to 
outperform certain well-known nature-inspired methods. In terms of echolocation and recognizing prey and 
impediments, bats are very skilled and sophisticated. This exceptional efficiency has piqued the interest of 
researchers interested in its use in a variety of fields. Bats send short- and high-pulse sounds and wait for them 
to hit a certain target. Echoes will return to their ears after a short period of time [36]. In this manner, bats are 
capable of calculating the distance between themselves and an object is [37]. Bats also have a unique treadmill 
system that allows them to discern between prey and obstacles when pursuing in full darkness [36], [37]. On 
the basis of the bats’ behaviour and their ability to track preys in darkness, [32] developed a notable idea called 
the BA. The technique has been improved further by other researchers who developed a new version by 
enhancing its capacity to locate food, prey, and obstacles via echolocation. The BA generally deals with the 
following rules [32]:  

1. Bats sense their environment by echolocation and are capable of discriminating between danger 
and food; 

2. Bats (bi) flies randomly with velocity (vi) at position (xi) with a fixed frequency (fmin), with 
varying wavelength ‘(λ)’ and loudness ‘(A0)’ to search for preys. Bats (bi) can automatically set 
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the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse emission r ∈ [0, 
1] depending on the proximity of their target.; and 

3. Although loudness might vary greatly, assumed that it ranges from a large (positive), 𝐴0 to a 
minimum constant value 𝐴𝑚𝑖𝑛. 

 
 
Algorithm 1 shows below is the BA, which was adopted from [32]: 
 
 

 
 Figure 1. Algorithm 1 (adopted from [32]) 

 
          At first, the initial position of 𝑥𝑖, frequency “𝑓𝑖, velocity “𝑣𝑖” are initiated for every bat 𝑏𝑖”.”For every 
time phase “𝑡, being T is the maximum number of iterations, , the movement of  the virtual bats is set by 
updating the position and velocity using Equations 1 to 3 as follows: 

𝑓𝑖 = 𝑓min + (𝑓min − 𝑓max) 𝛽,”                                                            (1)                         

“𝑣𝑗 𝑖 (𝑡) = 𝑣𝑗 𝑖 (𝑡 − 1) + [ˆ𝑥𝑗 – 𝑥𝑗 𝑖 (𝑡 − 1)] 𝑓𝑖,”                                  (2)                         

“𝑥𝑗 𝑖 (𝑡) = 𝑥𝑗 𝑖 (𝑡 − 1) + 𝑣𝑗 𝑖 (𝑡)”                                                       (3)                         

 

         where “𝛽” represents  a  randomly created  number for during interval  period of [0,1]. “𝑥𝑗𝑖 (𝑡)” on the 
other hand, is a value of decision variable “𝑗” for bat “𝑖” at time phase “𝑡”. The result of “𝑓𝑖” in Equation 1 is 
used to control the range of the motion of the bats and its pace. A variable “𝑥𝑗” performs the existing the       
global best solution (position) for decision variable “𝑗” which is done by comparing all the solutions offered 
by 𝑚” bats.  

 

             As a way to increase the number of possible solutions, Random walks were suggested in [32] by Yang. 
Typically, one of the best solutions is chosen from the rest. Subsequently, the casual walk is then utilized to 
generate a new solution for each bat that takes the case in algorithm 1 Line 5: 

“𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝜖𝐴(𝑡)”                            (4) 

 

            At every “𝐴(𝑡),  where A(t) is the average loudness of all the bat at time t,  and 𝜖 ∈ [−1, 1] is the strength 
of the random walk and attempts the direction, the emission pulse rate “𝑟𝑖” and the loudness “𝐴𝑖 are updated”, 
as follows: 

“𝐴𝑖(𝑡 + 1) = 𝛼𝐴𝑖(𝑡)”                                      (5) 

  

and 

“𝑟𝑖(𝑡 + 1) = 𝑟𝑖(0)[1 − 𝑒𝑥𝑝(−𝛾𝑡)”                (6) 
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             where “𝛾” and “𝛼” are ad-hoc constants. At first step of this method, the loudness “𝐴𝑖(0)” and the 
emission rate “𝑟𝑖(0)” are often randomly selected for any event, “𝐴𝑖(0)” ∈ [1, 2] and “𝑟𝑖(0)” ∈[0, 1] [12]. 

 

BBA: Binary Bat Algorithm 

 
             Each bat movement in the search space is across continuous valued locations. However, there is an 
issue of attribute selection as the search space is modelled as a 𝑛- dimensional Boolean trellis. Since the 
problem is mainly due to the selecting of a given attribute, bat’s location is performed by binary vectors. This 
study adopts a binary part of BA by limiting the new bat’s location to binary values using a sigmoid service: 
                    S(𝑣𝑗 𝑖) = !

!!"#$%&'
                                 (7) 

 
Thus, in Equation 3 can be replaced to: 
 

                     𝑥𝑗 𝑖 =7 −x, x < 	0
1	if	S(Vji) 	> 𝜎																										 (8) 

 
in which every” 𝜎 ∼ (0, 1)”. Thus, Equation 8 can supply the binary values only for every bat coordinates in 
the Boolean trellis, which stand for the presence of absence of the features. 
 
 

3.Proposed Method for Feature Selection 

            Figure 2 depicts the six-step experimental framework that has been presented. In the first step, different 
datasets sizes are selected that are used to evaluate the suggested algorithm's performance. Table 1 specifies 
the number of characteristics and the class. The use of test data, which are subsets of the original dataset of 
varied sizes that are trained using an SVM classifier to achieve accuracy prior to the feature selection process, 
is the second step in this recommended methodology. The bat algorithm is then used to choose features in the 
third step. In the fourth step, the experiment is set up to pick the best subsets of features using BBA.  The best 
subsets are determined through the last step, in which the experimental results are evaluated in term of the 
accuracy and number of features by comparing the results with other previous methods. 
 
 

 
 

Figure 2. Experimental Framework 
 
 
              This research contributes to the literature as follows: firstly, BBA is used with classification technique; 
secondly, the heuristic method of BBA is utilized to increase the efficacy of SVM. The location of each bat in 
the search distance encodes and executes a set of qualities. As a result, for each subset, an SVM classifier is 
trained in one portion and assessed in another section that was not observed during the training to determine 
each bat's fitness score. Training and assessing subsets may be repeated across bats since each bat has a large 
number of distinct attribute subsets. Firstly, the bat population is established. Each location is subsequently 
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prefaced by random picking of a binary amount, which matches if the attribute will select or not to create the 
incoming dataset. Secondly, a new training and testing subset is created with the selected attributes. Thirdly, 
each attribute is evaluated by updating its fitness rate. The rate of pulse emission (𝑟𝑖) and the loudness (𝐴𝑖) are 
updated if the new solution is acceptable. By contrast, the loudness generally reduces one time, bat finds its 
prey and the average pulse emission increases (Equations 5–6). Fourthly, the maximum task yields the bat 
fitness value that maximises the fitness function and the index. When the global best position is updated, i.e., 
ˆ𝑥, the bat position reaches the highest fitness function. Fifthly, the maximum task results in the bat fitness 
function that maximises the index. Afterwards, the global best location‘𝑥’ is updated with the bat location, 
which reaches the highest fitness value. Seventhly, bat location and velocity are updated. In the same stage, a 
qualified local search is implemented. Finally, each frequency is updated according to Equation (1). The 
‘𝑓max’ values and ‘𝑓min are 1 and ‘0, respectively. Finally, in the last step, the procedure obtains and returns 
the output vector (F) with the selected attributes. 
 
 

4.Expenrimental Results and Discussion 

             This section highlights the assessment of the BBA performance for feature selection. Six public 
datasets were used in this work. These datasets have different sizes and were obtained from the UCI Machine 
Learning Repository [38]. The datasets include, WBCD, Australian, German, WPBC, lung cancer and sonar 
datasets. We classified the datasets according to sizes: large scale (over 50 features) features, medium (20-49 
features) and small (1-19 features) [39]–[42]. Table 1 also shows the main characteristics of each dataset. 

 
Table 1.Description of the datasets from UCI repositories 

 
Dataset Size #Sample Features Classes 
WBCD small 683 9 2 

Australian small 690 14 2 
German medium 1000 24 2 
WPBC medium 198 32 2 

Lung 
Canser 

large 32 56 3 

Sonar large 208 60 2 

             
                In this study, two experiments were performed. At first, the performance of SVM classifier is tested 
on different datasets prior to any feature selection algorithm. The second experiment is the comparative analysis 
of BBA against the PSO and the Genetic Algorithm (GA). To compute the classification of the mean and 
feature number, the experiment was performed through 10-folds cross validations to obtain robust results. The 
most ideal subset of features was used to maximise the area of curve (AUC) of featured values, in which could 
maximising accuracy of results. Table 2 presents the results of SVM accuracy when tested on different datasets 
without any feature selection algorithm.  
 

Table 2.Classification accuracy without feature selection on the original datasets 
 

Data Name SVM Accuracy 

WBCD 66.6% 

Australian 60.9% 

German 75.4% 

WPBC 77.2% 

Lung Canser 43.8% 

Sonar 80.3% 

 
                  Error! Reference source not found. to Figure 8 illustrate the experimental results for BA, PSO 
and GA in 10 runs, with 70% of training datasets and 30% of testing datasets. The experimental results show 
that SVM achieved low classification accuracy when all the features are used (see Table 2). For instance, in 
WBCD and Australian datasets that denotes to small size of features, the classification accuracies are observed 
at a rate of 66.6% and 60.9% respectively when no algorithm was applied to reduce the attributes. This 
phenomenon is generally due the non-informative features that degrade the classification accuracy. Figure 3 
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and Figure 4 show the performance of BBA, PSO and GA on WBCD and Australian datasets, which were 
categorized under small datasets.  BBA selected four features from the nine features for WBCD dataset and 
five features from the fourteen features for Australian dataset. The WBCD dataset achieved a high accuracy of 
96.90%, as shown in Fig. 3. Meanwhile, PSO and GA selected only two features with an improved 
classification accuracy of 96.30% and 96.40% for PSO and GA, respectively. The identical performance also 
been seen in Australian dataset with BBA outperform compare to PSO and GA. 
 
  

 
 

Figure 3. WBCD dataset 

 
 

Figure 4. Australian dataset 
 

            The classification accuracy results for BBA, PSO and GA algorithms using SVM classifier on the 
datasets with medium size were 75.4% and 77.2% for German and WPBC, respectively, with all the features, 
as represented in Table 3 and Table 4. The performance of SVM classifier improved and displayed a high 
accuracy for the datasets that have medium size when BBA selected six features from the 24 attributes in the 
German database and seven features from the 32 attributes in the WPBC database. The classification accuracy 
(Fig. 5) obtained in the German database was 86.40%, and PSO achieved approximately 76.00% with three 
features and 76.70% for GA with four features. In the WPBC database, the accuracy rate (Fig. 6) increased to 
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84.10% and 78.90% for BBA and PSO, respectively, with three features. GA obtained 77.90% with four 
features. 

 

 
 

Figure 5.German dataset 
 
 

 
 

Figure 6. WPBC dataset 
 
           In larger datasets, it discovered that BBA selects less number of features compare to PSO and GA 
while producing much higher accuracy, which is quite opposite from the other two dataset sizes. Figure 7 and 
Figure 8 presented the SVM accuracy when run on lung and sonar datasets. BBA selected 12 features from the 
56 features of lung cancer database and 9 features from the 60 features of sonar database. Additionally, PSO 
and GA selected 23 and 27 features with improved classification accuracy of 88.30% and 89.40%, respectively. 
These findings show that BBA works better when tested on larger number of features.  
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Figure 7.Lung dataset 
 

 
 

Figure 8.Sonar dataset 
 

         Table 3 displays the SVM accuracy over the most ideal subset, which maximises the presented curves. 
BA outperformed other algorithms for all the datasets with different sizes. 
 

Table 3.Classification accuracy for the best subset of attributes 
 

Dataset BA PSO GA 

WBCD 96.9% 96.3% 96.4% 

Australian 89.3% 88.2% 76.2% 

German 86.4% 76.0% 76.7% 

WPBC 84.1% 78.9% 77.9% 

Lung Canser 90.5% 88.3% 89.4% 

Sonar 95.7% 93.7% 93.7% 
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         Finally, Table 4 shows the number of selected attributes for each optimisation method. In particular, BBA 
derived lesser features than those of other methods, with the exception of WBCD, German and WPBC datasets. 
 

Table 4 Number of the features selected for each optimization technique 
Dataset BA PSO GA 

WBCD 4 2 2 

Australian 5 7 12 

German 6 3 4 

WPBC 7 3 4 

Lung Cancer 12 23 27 

Sonar 9 12 14 

 
         According to the overall measurement results, our proposed method outperforms the other methods in 
term of the classification accuracy as well as it’s the ability to select the most ideal subset of attributes on 
datasets with different sizes. Consequently, improved results can be achieved overall. The proposed algorithm 
also selected a larger number of attributes than those of other algorithms in datasets with small data size 
(WBCD) and medium data size (German and WPBC), and produced classification rate higher than those of 
PSO and GA. From existing literatures the experimental result revealed that the proposed algorithm it’s used 
in reducing dimension features and it can efficiently improve classification accuracy. Clearly, the number of 
dataset features has an effect on each individual's fitness. According to popular belief, if the number of features 
is too limited, the number of chosen features will have a greater impact on fitness than classification accuracy. 
In fact, feature selection aims to reduce the dimension of feature and achieve high percentage of accuracy. 
Recall that feature selection prefers a highly percentage of accuracy when datasets have a relatively small 
number of features. Nevertheless, it seems that in high-dimension datasets with huge sizes, which include 
selection, the better subset with relatively high classification accuracy is preferred. Furthermore, in case that 
the number of dataset features exceeds 20 (medium and large size), the algorithm produced better classification 
accuracy and less features. 
 

5.Conclusions and Future works 
            We proposed the usage of BBA together with SVM for feature selection. The general concept of this 
algorithm is the establishment of a set of binary coordinates for each bat and assessing whether this coordinate 
will belong to the last subset of the attributes. Furthermore, we evaluate the efficiency of BBA in conjunction 
with an SVM classifier in order to extract the most relevant subset of features from a variety of dataset sizes. 
Moreover, we used the wrapper technique for feature selection during the learning process. The following 
methods typical procedures for selecting wrapper features were used: Forward selection, backward elimination, 
and stochastic search. Nevertheless, datasets with different sizes were examined to evaluate the effectiveness 
of the proposed algorithm. However, The classifier's performance may be improved by picking the most 
suitable features from a given feature set for training and assessment. Result was determined by comparing 
with those of other methods that used the same datasets for FS (e.g. PSO and GA). BBA was shown to be 
competitive on datasets of various sizes in terms of accuracy and number of features. Finally, as future research 
directions, we should focus on the hybridisation of BBA for FS with local search in stochastic methods to 
determine many improvements in each candidate solution. Parameter control mechanisms can also be used to 
adjust the values for the evaluated BBA parameters. These parameter mechanisms can be either pre-
deterministic rules or based on the feedback from the search itself (e.g. solution quality). 
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